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Standard optimal control algorithms work with a fixed control cost function that 
minimizes the control effort to achieve system stability. Similarly, robust controllers are used 
to mitigate differences between controller models and real-life controllers. In autonomous 
vehicles, the deciding agent might not know how to account for outright failures of control 
surface machanisms. This paper builds upon previous, and parallel work to create a consistent 
method that develops fault detection in autonomous aerial vehicles and uses those probabilities 
to develop a controller to minimize the system failure. This paper describes the background 
and equations that are used in this method, and then provides examples of the effects of this 
approach in an Ultrastick 120 simulation. 

I. Nomenclature 
 = Time step size (assumed seconds) 

n = Time step n 
 = System state at time “n” 

 = Estimated system state at time “n” 

 = Observation at time “n” 

 = Control value at time “n” 
J = Control cost 

 = The discrete time step 
 = The state’s state transition matrix at time “n” 

 = The controller’s state transition matrix at time “n” 
Qn,Rn,Nn = Controller cost function matrices at time “n” 
Cn,Dn = Linear observation dynamics at time “n” 
Kn = State-space control gain at time “n” 

 = Risk value at time step “n” 

 = Cost of an unwanted event given the system state. 
 = Probability of an unwanted event given the state and control 
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II. Introduction and Motivation 
There has been an increase in the interest of autonomous and personal air vehicles for use over dense human 

environments [Ref 1-3]. This interest brings with it a more pronounced set of challenges for the development and 
deployment of fleets of autonomous or semi-autonomous air vehicles. One of those challenges is accounting for the 
potential of a control surface or system failure. 
 Recent work in this area [Ref 4-6] describe the potential for methods to detect faults in dynamic systems, and what 
to do once those faults have been detected. This paper is an expansion upon fault detection methods for UAVs, and 
determines how to automatically account for loss of controllability of the craft due to control surface faults. 

III. Background 
Linear optimal control methods are well known and developed [Ref 12-16]. The measure of this optimal control 

is typically some control effort. The optimization finds the controller gains that maintain system stability with the 
minimum amount of control input. For this portion and the remainder of the paper we assume a digital control system 
where the control input is constant over the time period .  The basic dynamic equation is given in Eq. (1). 

  (1) 

We attempt to minimize the generic cost function Eq. (2) in an infinite time horizon. 

  (2) 

 
Giving Eq. (3) and Eq. (4) 

  (3) 

  (4) 

Which gives the optimal control gain from Eq. (5) 

  (5) 

With P being the solution of the algebraic Riccati equation (Eq. (6)) 

  (6) 

What we will do in this paper is show how to use a quadratic equation for risk in this system 

IV. Risk-Based Optimal Control 
The section above describes the basic optimal control gain for a linear, discrete system with infinite time horizon.  

We now look at the objective function itself. The objective of risk [Ref 7-10] is a non-linear function that can be made 
to guarantee a minimum by Eq. (6). 

  (6) 
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In order to put this in a form that we can use, we linearize the risk function, and then square the result (Eq. (7)). 

  (7) 

This is now in the form that can be used with the standard linear optimal controls. 

A. Risk function 
Our risk function l, for this paper is defined as the potential expected downside (Eq. (8)). 

  (8) 

The cost function is a function of the potential state, but we will assume that is a constant value, where an unwanted 
event is given a fixed cost amount. This gives the partial derivatives giving the values of Q, R, and N to be scaled 
components of the derivatives on the probability function. Thus, the partial derivatives of the non-linear cost function 
are given in Eq. (9). 

  (9) 

 Previous work [Ref 7-8] details the probability of failure given the system state, but a paper by Kotilkalpudi and 
Williams [Ref. 11] describes the risk associated with control failure, and how it can be calculated. 
 With that paper, and the current formulation we can now create an optimal controller that accounts for both mission 
failure risk as well as loss of controllability. 

V. Example Scenarios 
In this section we will show how probability of faults modify the control system capabilities of UASs and UAVs. 

Two examples with two different fault types will be investigated.  Both examples will assume the UltraStick 120 
platform [Ref 17].  Both will show control results from traditional methods compared to the risk-based adaptive 
controller gains. 

A. Loss of Aileron 
This section will describe the effect of loss of an aileron has on the controllability of the UltraStick. The first 

portion of this section will show how the system responds to loss of this component without a risk-based controller. 
The next section will show the results from the methodology presented above. Comparisons will show how as the 

risk of system failure increases, the system automatically transitions to use of nominal control surfaces. 

B. Loss of Elevator and Aileron 
This section will be structured just like the previous example. However, now the system’s fault is such that 

controllability cannot be maintained. However, this section will show how the risk-based objective allows for the 
system to be stabilizable. Examples of system response in a nominal controller will be shown as will the risk-based 
objective response. 

VI. Conclusions and Future Work 
This will contain conclusion that can be drawn from the work, and future directions that the researchers might 

take.  The initial work indicates that using the risk of system failure to automatically adjust the controller gains allows 
for a smoother transition for the pilot or system. The methodology also allows the pilot (computer or human) to 
maintain controllability or stability of the craft in case of a fault. 
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Future work will show how developing a guidance solution based upon situation risk and probability of system 
failure can be incorporated in a consistent guidance, navigation, and control framework. 
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